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The global decline of amphibians (Blaustein and Wake, 1990; Houlahan et al., 2000) has created an urgent
need to better understand amphibian population dynamics (Meyer et al., 1998; Wake, 1998). Measuring basic
demographic parameters, such as survival probabilities, is essential to parameterize population models (e.g.,
Halley et al., 1996; Griffiths and Williams, 2000; Fujiwara and Caswell, 2001). In recent years, estimation
of survival probabilities based on capture-recapture (herafter CR) has made enormous progress and these
methods are currently the most reliable (e.g., Burnham et al., 1987; Pollock et al., 1990; Lebreton et al., 1992;
Buckland et al., 2000). So many additional population and community parameters can be estimated based on
CR methodology (e.g., Nichols et al., 1998a; Nichols et al., 1998b; Thompson et al., 1998; Schwarz and Seber,
1999; Lebreton et al., 1999; Nichols et al., 2000; Schaub et al., 2001), that Begon (1979) is now clearly outdated.
Williams et al. (2002) is a recent comprehensive review of CR methods.

Capture-recapture methods are widely used in fisheries, ornithology, and mammalogy. Unfortunately, they
are not yet widely used in herpetology, despite the fact that amphibian ecologists contributed early to CR
methodology (e.g., Wilbur and Landwehr, 1974). CR methods are sometimes considered not to be useful in
herpetology (e.g., Wilbur, 1984). Only ca. 5% of the 936 time series used by Houlahan et al. (2000) were based
on CR methods and there are CR survival estimates for only a few amphibian species (Gittins, 1983; Nichols
et al., 1987; Wood et al., 1998; Holenweg Peter, 2001; there are a few for reptiles). When we read Kuhn’s (1994)
paper on the life history of female common toads (Bufo bufo) in which he claimed that survival probabilities
cannot be estimated from CR data (Kuhn, 1994: 18), we decided to analyse the raw data that he published,
hoping that we could promote the use of CR methods in herpetology (Schmidt and Anholt, 1999). We do not
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want to imply that Kuhn (1994) is better or worse than other amphibian studies. Challenging the analyses and
conclusions of published studies is a part of science (e.g., Arthur, 2001). Kuhn (1994) used a standard method
in herpetology, drift fences around a pond, and assumed that the drift fence would sample the entire population
without bias (Kuhn, 1994: 17). Hence, his data set is a good example of how much more valuable information
could be extracted from many similar studies where amphibians are individually marked. We agree with Henle
et al. (1999: 95) that “estimates” of population parameters that are not based on sound statistical methods should
be called suppositions rather than estimates and they should not be trusted.

Recently, Henle (2001) commented on our analysis of Kuhn’s (1994) data. In reply to Henle’s (2001)
comments, we will first discuss the main reason why CR analysis methods should be used, even though the
superiority of CR methods is not questioned by Henle (2001). The goal is to show the limits of non-CR methods
and that bias is likely and larger than when using CR methods. With CR methods, the magnitude of bias can
be estimated and is known to be small. We will also discuss some other points raised by Henle (2001), namely
temporary emigration, bias, overdispersion, and breeding probabilities. While we largely disagree with Henle
(2001), we accepted his challenge, reanalysed a subset of the data, present nearly unbiased estimates of survival
probabilities, and estimate the proportion of toads that skip breeding opportunities. By doing so, we reject Henle’s
(2001) claim that a meaningful analysis of Kuhn’s (1994) data is not possible. Our conclusion is that CR methods
should be used because they provide robust estimates, and, equally important, a measure of the precision of those
estimates.

Why use capture-recapture methods?

It is impossible to capture all the members of a population. This simple fact is why CR methods should be used
if you want to estimate population size or survival probabilities. It is generally true that C; = Ni* pi» Where C;
is a count statistic, A; is the true number of animals, and p; the sampling fraction at time and place j (Nichols,
1992). Researchers can try to standardize methods such that p; is constant and C; becomes a reliable index
for N;. Standard methods are clearly valuable (Heyer et al., 1994), yet p; may depend on, for example, weather
conditions that cannot be standardized. CR methods estimate p; and allow testing of whether it is variable in time
and/or space.

Like any other method, CR methods need to be used carefully. The methods are well documented (e.g.,
Burnham et al., 1987; Pollock et al., 1990; Lebreton et al., 1992; Cooch and White, 2001) and software for
the analysis of CR data is available (e.g., White and Burnham, 1999) and can be downloaded from the internet
(currently http:/www.phidot.org/software/). The assumptions of the models can be tested and, if necessary, the
models can be modified because CR methods and the associated software are sufficiently flexible (e.g., White
and Burnham, 1999). Most importantly, CR methods offer a standard framework for assessing how well the data
support alternative scientific hypotheses (Lebreton et al., 1992; Burnham and Anderson, 1998, 2002).

A common critique of CR methods is that they are very time-consuming (e.g., Wilbur, 1984; Donnelly and
Guyer, 1994; Jung et al., 2000). However, checking a drift fence daily or more often for several months is a
heavy workload as well. Disappointingly, this enormous effort does not guarantee that all animals are captured
and consequently, most population parameters of interest are of unknown quality. In fact, Freilich et al. (2000)
show that when using CR methods you may expend less effort in the field but get better estimates nevertheless.

As noted by Henle (2001), Pollock’s (1982) robust design would probably be a better approach to collecting
data on amphibian populations than the standard drift fence where individuals are captured only during
immigration and emigration (Kendall et al., 1997, also comment on amphibian studies). Freilich et al. (2000)
and Savarie et al. (2001) are recent studies where the robust design was used to estimate survival and population
sizes of tortoises and snakes, respectively. However, recent advances in CR theory (Lebreton et al., 1999) are
likely to offer alternatives to the robust design.

Why not use alternatives to CR methods? A common method for estimating survival is the enumeration or
minimum number alive method (e.g., Pollock et al., 1990: chapter 5.2). It works like this. You mark 100 frogs in
the first year. You recapture 17 frogs in the second year. Therefore, the minimum survival probability, also known
as the return rate, is 17/100 = 0.17. Therefore, true survival must be between 0.17 and 1. Since true survival
is very likely to be larger than 0.17, this estimate is usually biased to an unknown degree. It can be shown that
the survival estimates from the enumeration method are always smaller or equal to the CR survival estimates
(appendix to Nichols and Pollock, 1983). If survival is constant over time and recapture probabilities vary, then
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the enumeration method will generate variability in survival estimates when none exists. In contrast, CR methods
eliminate this bias (e.g., Pollock et al., 1990: fig. 5.2; see also Martin et al., 1995).

It is possible to estimate survival probabilities or maximum lifespan from a stable age distribution (Krebs,
1999: chapter 14; see also Krementz et al., 1989, for a discussion of the value of maximum lifespan estimates).
However, the study by Sinsch et al. (2001) on the demography of Bufo achalensis, for example, shows that the
age structure of a population may be highly variable. Evidently, the assumption of a stable age distribution is
unlikely to be met, making the value of survival estimates derived from an age distribution questionable.

Addressing the comments of Henle (2001)

We believe that Henle’s (2001) arguments are insufficent and oversimplifying because he takes facts out of
context. To see why Henle’s (2001) objections fail, we must examine the context in each case. For example,
Henle (2001) argues that temporary emigration causes bias. Whether bias matters depends very much on the
context of the analysis: which model is used to estimate parameters, which parameter is biased (survival or
capture probability), and the size of the bias and standard errors. We agree that no bias is the ideal, but when
biases are associated with nuisance parameters (capture probabilities) or the biases are small relative to standard
errors of the estimates, this deviation from the ideal is not important.

Model assumptions and recapture probabilities. Schmidt and Anholt (1999) found strong variation in capture
probabilities despite the fact that Kuhn (1994) used the same method in all years. We provided a list of factors
that may lead to variable capture probabilities. Henle (2001) argued that most factors are not applicable to Kuhn’s
(1994) study. We did not want to imply that all these factors acted in the study of Kuhn (1994). We apologize for
any confusion that we may have caused. Our intent was to point out that capture probabilities may be affected
by many factors and that standardization does not necessarily solve the problem. One may standardize the
method (e.g., the drift fence) but many other factors that may affect capture probabilities, like weather, cannot be
standardized. Henle’s (2001) table 1 tacitly supports our conjecture. In his table 1, Henle (2001) reports minimum
capture probabilities. Minimum capture probabilities range from 52.8% to 85.4%; they i) are well below 100%,
ii) vary among years, and iii) vary among populations. This is a disturbing amount of variation given the use of
the same standardized method in all populations and a species that has “a very high catchability once they hit
the drift fence” (Henle, 2001: 381). Rather than discussing whether capture efficiencies at a drift fence are high
and invariant and invoking the clumsiness of the study species, one should estimate capture probabilities and
their variation and assess whether this variation needs to be included in the CR analysis (Lebreton et al., 1992;
Burnham and Anderson, 1998; see Jung et al., 2000, for a similar approach).

In his table 1, Henle (2001) (section “Evidence for irregular breeding”) compares minimum capture
probabilities with Schmidt and Anholt’s (1999) CR capture probabilities. In our opinion, this comparison is not
meaningful. First, the minimum capture probabilities and CR capture probabilities are fundamentally different
quantities. The minimum capture probability is the ratio (number of marked toads emigrating/number of marked
toads during immigration). The CR capture probability is the probability of capturing an animal, given that it is
alive and at the study site (in this case the pond). The CR capture probability is thus the product of the probability
of breeding and the probability of being caught at the fence. In contrast to minimum capture probabilities, the
CR capture probabilities also account for toads that trespass the fence undetected during both immigration and
emigration or toads that arrive at the fence but return to the summer habitat without breeding. Second, Henle
(2001) claims that there is non-random temporary emigration, which is known to negatively bias estimates of
capture probabilities by 20% or more (Kendall et al., 1997). Given this suspected bias, it is not surprising that the
capture probabilities of Schmidt and Anholt (1999) are lower than Henle’s (2001) minimum capture probabilities.

Evidence for irregular breeding. This section and the associated table 2 of Henle (2001) contain major errors.
In a thought experiment, Henle (2001) constructs two data sets. In one data set (table 2a), he assumes that both
the capture and survival probabilities are 50%. In the other (table 2b), some toads show temporary emigration,
the survival probabilities are lower (33.8%, 47.0% and 39% for the first, second, and third year, respectively),
and the capture probability at the pond is 100%. Henle’s (2001) message is that the incidences of the observable
capture histories are the same in both tables even though very different processes generated the data, suggesting
i) that goodness of fit tests cannot detect non-random temporary emigration and ii) that “using the approach of
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Schmidt and Anholt (1999) one will get survival estimates of 50%” which is clearly wrong. Unfortunately, Henle
(2001) makes two major errors. First, Henle’s (2001) distinction between observable and non-observable capture
histories is wrong as is his claim that only observable capture histories would be used for CR analysis. Clearly,
toads with a capture history of “1000” are never observed again after year 1, but you still observe the capture
history, and its frequency is considered when the likelihood of the model is maximised. Note also the difference
between observed and observable capture histories. Thus, the two populations in table 2a and 2b can easily be
distinguished because the incidences of all capture histories matter (contra Henle, 2001: 383). For example, the
capture history “1000” is observed 125 times in table 2a and O times in table 2b (i.e., 125 toads have capture
history “1000” in table 2a whereas zero toads have this capture history in table 2b). By analogy, when analysing
a two-by-two contigency table using a Xz, cells with a frequency of zero are retained in the analysis. However,
Henle (2001: 383) drops these cells and then claims that “they receive a perfect fit ( X2 = 0)”. The second error
is that Henle (2001) failed to correctly construct the CR capture histories. In Henle’s (2001) thought experiment,
8000 toads were marked in the first year. Thus, by definition, the sum of the incidences of all capture histories for
this marking cohort must be 8000 in all years that follow. In Henle’s (2001) example, the sums of the incidences
of the capture histories are 8000, 4000, 2000, and 1000. With an assumed survival of 0.5 and a capture probability
of 0.5 (table 2a), 4000 toads die and are not observed anymore; 4000 toads survive, of which 50% are observed
and 50% are not observed. Thus, the capture history “11” (“seen in both year 1 and year 2’) must occur 2000
times. Capture history “10” (“seen in year 1, not seen in year 2”) must occur 6000 times: 4000 animals died and
cannot be seen anymore and 2000 of the surviving toads are not observed. In Henle’s (2001) table 2 both capture
histories occur 2000 times. Henle (2001) makes the same error in all years of table 2a and 2b. In summary, if
the nonsense distinction between observable and non-observable capture histories is abandoned and the capture
histories are constructed correctly, then Henle’s (2001) arguments break down. The goodness of fit tests will detect
that the assumptions of the standard CJS model are violated and correct survival estimates will be obtained.

Henle (2001: 383) argues that “independent data are preferable to a goodness of fit (GOF) test for analysing
the adequacy of a model”. A GOF asks whether the structure of the data is such that the CR model can be used
to analyse the data. It is clear that you must do a GOF with the data that you want to analyse. By analogy, in an
analysis of variance, no one would test residuals for normality on a data set other than the one analysed.

In section “a reanalysis: model selection and parameter estimation”, we present a new approach to estimating
breeding probabilities. This approach is clearly better than the analysis in table 5 of Schmidt and Anholt (1999)
or Henle’s (2001) approach.

Are the survival estimates of Schmidt and Anholt (1999) biased and can the data be reanalysed?

Henle (2001) argues that temporary emigration causes bias and that the use of a variance inflation factor cannot
solve the problem associated with the fact that the CJS model does not fit the data well. Because of these problems,
the data should not be analysed. We discuss variance inflation factors and overdispersion first and temporary
emigration second. We conclude that the data can be analysed.

Variance inflation factors are used if the data are more dispersed (overdispersed) than expected from a
multinomial distribution on which CR statistics are based. What is overdispersion? Overdispersion is a form
of lack of fit of the model to the data. CR models assume that the fates of all individuals are independent. Non-
independence may cause overdispersion. Fates may not be independent if you mark, for example, 50 pairs of
birds. Clearly, marking 50 pairs is different from marking 100 independent birds since pairs are likely to have
similar fates (you are likely to catch or resight both partners). A simple calculation shows the effect of non-
independence on variance. The model of binomial variation is var(p) = (p*(1 — p))/n, where p is a probability
and p sample size. Let , be 100 independent birds or 50 pairs with strong dependence of individuals. Then,
(p*(1 — p))/100 < (p*(1 — p))/50. Thus, the estimated variance is too small and it needs to be “inflated”.
This is done using ¢, the variance inflation factor. ¢ can be estimated as (goodness of fit Xz/degrees of freedom)
(Burnham et al., 1987; Lebreton et al., 1992).

Overdispersion has two consequences (e.g., Lebreton et al., 1992: 84 and 106-107). First, model selection
needs to be based on a different information criterion, the quasi-likelihood Akaike Information Criterion, QAIC =
—2*(log—likelihood/é) + 2* (number of parameters in the model). If the data are not overdispersed, then ¢ = 1
and QAIC = AIC, where AIC is the standard model selection criterion derived from information theory (i.e.,
Kullback-Leibler distance; Burnham and Anderson, 1998, 2002). Second, overdispersion will lead to estimated
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standard errors being too small. Consequently, the standard errors must be multiplied by ¢. Lebreton et al.
(1992: 85) recommend combining the excess residual structure into the error estimates. This is because the
conceptual basis for a model is data = structure + residual. The structural part of a model can hold even if
the residual shows excess variance (Lebreton et al., 1992: 84; see also Anderson and Burnham, 1999: 264).
Correcting for overdispersion makes an analysis more conservative. However, the most important point is that
overdispersion does not induce bias in the survival estimates.

How would overdispersion affect the analyses of Schmidt and Anholt (1999)? It would only lead to larger
confidence intervals. It is easy to see that model selection in this analysis set is unaffected by even the largest
estimate of ¢ (¢ = 1647/1270 = 1.29; Schmidt and Anholt, 1999: 101). This amount of overdispersion is no
reason for concern (Anderson and Burnham, 1999: 264). For these reasons, Schmidt and Anholt (1999) argued
that the observed overdispersion did not affect the conclusions in any substantial way. Since ¢ is estimated from
data, it may be # 1 by chance, like any estimate can be different from the true value of a parameter (see also
Anderson and Burnham, 1999: 264).

The second major concern of Henle (2001) is that temporary emigration may cause bias in estimated survival
probabilities. Henle (2001) argues that the data should not be analysed because it is not possible to estimate the
bias even though Kendall et al. (1997) and Manly et al. (1999; both papers cited by Henle, 2001) estimated bias.
We disagree with Henle’s (2001) conclusion: The presence of temporary emigration does not preclude analysis
of the data (J.D. Nichols, pers. comm.). What is temporary emigration? If you study an amphibian population
at its breeding site, then individuals that do not breed will not migrate to the pond. Thus, they “emigrated”
from the breeding population. Since they are likely to skip breeding only in some years, they are temporary
emigrants. Because temporary emigrants cannot be captured at the pond (drift fence), there is variation among
individuals in capture probabilities. This may violate an assumption of CR models and may cause bias in the
estimates of survival and capture probabilities. However, in contrast to what Henle (2001: 380-381) seems to
imply, heterogeneity in capture probabilities and temporary emigration may not have the same effect. Even if
there is heterogeneity in capture probabilities, they are all assumed to be 0. With temporary emigration, the
capture probabilities of some individuals are zero by definition (D.L. Otis, pers. comm.).

There are two forms of temporary emigration, random and non-random (Markovian). Under random temporary
emigration, all individuals have the same probability j; to be absent from the sampling area (i.e., the breeding
site) at time j, irrespective of whether they were absent or not from the breeding site at the time ; — 1. Random
temporary emigration does not violate any assuption of the CJS models and causes no bias in the survival
estimates (Kendall et al., 1997: table 1). Non-random temporary emigration means that the probability of being
a temporary emigrant depends on last year’s status (temporary emigrant or not). Under non-random temporary
emigration, individuals that were temporary emigrants in time ; — 1 and those that were not temporary emigrants
(i.e., present at the pond) in time ; — 1 have different probabilities of being temporary emigrants in time ;,
which are denoted " and 3", respectively (Kendall et al., 1997: 564). The analyses by Kendall et al. (1997) and
the extensive simulations by Manly et al. (1999) clearly showed that although capture probabilities may have
large biases, bias in survival estimates is minor and in the range of £2-3% (Kendall et al., 1997: tables 2, 3) or
—1.6% (Manly et al., 1999: table 3), when data are analysed with a model that does not account for non-random
temporary emigration. These are the largest estimates of bias that we are aware of.

What is the effect of non-random temporary emigration on the survival estimates of Schmidt and Anholt
(1999)? To answer this question, let us assume non-random temporary emigration. Assume that survival is 0.4
(pooled over sites, years, and marking cohorts). If we take the largest estimates of (proportional) bias reported
in tables 2 and 3 of Kendall et al. (1997), then an unbiased estimate of survival would be 0.4*0981 = 0,392
(f 9" > y”) or 0.4*1.031 = 0412 (if ' < y"). The largest absolute difference between biased and unbiased
estimates is 0.412—0.4 = 0,012. Cochran (1977: 12-15) showed that it is not the absolute magnitude of bias that
counts, but the ratio (bias/standard error). In the analysis of Schmidt and Anholt (1999), the smallest standard
error of a survival estimate of population A was 0.03. This gives a ratio bias/standard error of 0,012/0.03 = 0.4.
In this worst case scenario, there is a probability of ca. 7% that the true survival estimate is outside the 95%
confidence interval (where, by definition, this probability should be 5%; see Cochran, 1977: table 1.1). For other
estimates the standard errors are larger (s.e. = 0.06 and 0.08) such that there is a probability of ca. 6% that the
true survival estimate is outside the 95% confidence interval. Thus, bias hardly matters. To be conservative, the
95% confidence intervals of Schmidt and Anholt (1999) should be viewed as 90% confidence intervals. If you
believe that the new estimates in tables 3 and 4 are still biased, then use the 95% confidence intervals where
overdispersion is assumed. These confidence intervals are enlarged, such that they are likely to cover the true
mean.
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Conclusion. As correctly pointed out by Henle (2001), temporary emigration may cause bias. This is true if the
standard Cormack-Jolly-Seber model is used to estimate parameters. It is not clear how large bias is in the cohort
model used by Schmidt and Anholt (1999). However, Henle’s (2001) concern over bias is overly pessimistic.
The presence of non-random temporary emigration is clearly not a reason to leave the data without analysis
(J.D. Nichols, pers. comm.), since bias in the survival probability estimates is small (Kendall et al., 1997; Manly
et al., 1999). If Henle (2001) believes that bias is larger, then we ask that he provides evidence. The magnitude
and direction of bias can be estimated (Manly et al., 1999).

A reanalysis

In this section we present a reanalysis of a subset of the data, population A of Kuhn (1994). The major reason for
areanalysis is that the goodness of fit (GOF) tests of Schmidt and Anholt (1999) were wrong — a fact not noticed
by Henle (2001) who refers repeatedly to these tests. The GOF of Schmidt and Anholt (1999) were partly based
on the ratio deviance/d.f., which is a valid measure of model fit. However, the deviance used was the relative
deviance provided by program SURGE. The relative deviance cannot be used for GOF. The new and correct GOF
are the starting point for the new analysis.

Goodness-of-fit (GOF) tests. GOF were performed with U-CARE (Choquet et al., 2001), which is a modified
version of program RELEASE (Burnham et al., 1987). U-CARE provides additionally specific “directional” tests
for transience (Pradel et al., 1997) and trap-dependence (trap-happiness or -shyness; Pradel, 1993) derived from
the contingency tables used in the GOF tests. These additional tests help with the interpretation of a significant
GOF test result. The GOF tests have several components that are sensitive to different violations of the model
assumptions (e.g., Cooch and White, 2001). Test 3.SR asks whether there is a difference in survival between
individuals, depending on whether or not they were seen for the first time either before or on occasion ;. This
test may be significant if there is i) an age effect in survival, ii) occurrence of transients, iii) a marking effect,
or iv) capture probability heterogeneity. Test 3.Sm asks “among those animals seen again, does when they were
seen depend on whether they were marked on or before occasion ;?”. Reasons for a significant test 3.Sm include
i) an age effect in survival, ii) a marking effect, or iii) capture probability heterogeneity. Test 2.Ct asks whether
the probability of being seen at time ; + 1 is dependent on whether the animals have been seen at time ;, given
that they survived from ; to ; + 1. This component of the GOF testing is significant if there is i) an immediate
trap effect (on the capture probability) or ii) non-random temporary emigration. The fourth component GOF test
(2.Cm) could not be performed here, because there were too few capture occasions.

We first tested the GOF of the standard Cormack-Jolly-Seber (CJS) model with time dependent survival and
capture probabilities (¢, pt). Several of the test components were significant (table 1), such that the CJS model
is clearly rejected. Deciding which of the above mentioned possible reason(s) is/are responsible for the lack of fit
is often a difficult task. This is especially true for data with strong heterogeneity and with few capture occasions,
as here. As all test components were significant or nearly so, it is very likely that several reasons are responsible
for the violation of the assumptions. The significant positive z-statistic of test 3.SR shows that more toads than

Table 1. Goodness of fit (GOF) tests for the capture-recapture data of population A of Kuhn (1994) using program
U-CARE. All groups had sufficient data for the tests. Shown are the GOF test for the components of Tests 2 and 3
and the combined tests. Xz: test statistic of the single and overall tests, d.f. degrees of freedom, z: z-statistic of
the directional tests.

Test X2 d.f. P z P
2.Ct2 10.01 1 0.0015

Test 2 10.01 1 0.0015 3.18 0.014
3.SR2 11.92 1 0.0006 -

3.SR3 7.01 1 0.0081

3.Sm2 3.56 1 0.0592 -

Test 3 22.49 3 0.0001 4.31 <0.001
Test 2 and 3 32.59 4 <0.0001 -
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expected (under the CJS model) are seen only once. A true age effect in the survival rates is unlikely, because
the toads were of different, unknown age when they were marked. Another biological interpretation of this fact
is the occurrence of transients. Transients would be toads that change the breeding site each year and are seen
therefore only once at pond A (this, however, seems unlikely for Kuhn’s (1994) study site). In Kuhn’s (1994)
short study, toads that skip breeding opportunities (i.e., are temporary emigrants) might occur as transients in the
data, because the study is already over when they return from a one year absence to breed again. The significant
positive z-statistic of test 2.Ct shows that fewer toads than expected were captured at the occasion following
the last capture. Such a pattern emerges if the toads would avoid the pond the year after they have been caught
because of an adverse effect of capture (“trap-shyness”). The same pattern would also emerge if the probability
to return to the pond at ¢ is lower for toads that have been at the pond already at ¢y — 1 than for those that were not
at the pond at 1 — 1 (non-random temporary emigration; Sandland and Kirkwood, 1981). This latter explanation
seems most likely to us, since a likely biological interpretation is that a proportion of the toads skips breeding in
some years.

The different biological interpretations for the lack of fit change the interpretation of the results, but have
no influence on the calculations that follow. For instance, if we had interpreted the significant test 3.SR as
an indication of a true age-effect, we would have fitted the same model for recovering this structure as if we
interpreted it as indication of transients. But in the former case we would conclude that the toads in the first age
class have survival rate ¢first_age, and the toads in the second age class have a survival rate of ¢second_age » Whereas
in the latter case we would conclude that the survival rate of the residents is ¢second_age (¢first_age Would be a
dummy variable to adequately model the data).

Given our interpretation of the GOF test of the CJS model (table 1), we build a new starting model for the
analysis that takes account of transients and temporary emigration and is written as (ga2*, Pm*¢)- The subscript
“a2” in the survival model (¢) denotes that there are two age classes. Toads enter the first age class in the year
after they are caught the first time and stay there for a year. Thereafter, they are in the second age class. This
part of the model accounts for transients. The subscript “” in the capture model (p) denotes that there are two
groups: animals captured at the previous occasion and those not captured at the previous occasion. This part of
the model accounts for temporary emigrants. In both the survival and capture model, “4+” indicates that survival
and capture probabilities can vary temporally and the asterisk (*) means that this temporal variation may vary
among age classes or with temporary emigration status.

A GOF for model (¢a2+(, pm*t) requires two steps. The GOF of the transients model (¢pa2*t, pt) is computed
first. This is just the sum of the overall GOF (table 1) without the elements 3.SR ( x~ = 13,66, d.f. = 2). Then
the difference of the deviance and degrees of freedom of the models (gap*, Pm*¢) and (¢a2+(, pt) when fitted in
MARK is calculated (Adev = 1341, Ad.f. = 1). The difference between these two statistics is approximately

—dlstrlbuted and is an approximate GOF of the model (¢a2+t, Pm*t) (see Lebreton et al., 1992, for more details).
The GOF of model (¢a2+(, pm*¢) is not significant (X =13.66 —1341 =0.25,df =1, p =0.617). Thus, the
model is well suited as a starting model. Because the GOF is not significant, overdispersion is unlikely. Yet, as this
GOF is only approximate and the power is low with only four capture occasions, we analysed the data with and
without correcting for overdispersion. When correcting for overdispersion, we used the largest variation inflation
factor that can be expected if there is very strong overdispersion (¢ = 4; Anderson et al., 1994). Accounting for
overdispersion in the data, even if there is likely none, conservatively chooses models with few parameters.

Construction of model (¢,2%;, py*;)-  To fit this model, a special arrangement of the data is required: the capture
history of each individual is replaced by a compound capture history. There are as many component capture
histories as there are capture events (see appendix 1; J.-D. Lebreton, pers. comm.). After capture, a component
capture history ends and the individual is removed from the sample, and released again in a new component
capture history. Furthermore, the component capture histories are allocated to two groups. The first one consists
of transients and non-transients (residents), and the second one of residents only. A similar arrangement of the
data for modelling immediate trap-dependence is described in detail in Pradel (1993). With these data the desired
model can be fitted. In a fully time-dependent context (ga2*¢, Pm*t), an age and time-dependent structure in the
survival rates for the transients/residents group and a time-dependent structure in the survival rate for the residents
group is fitted, but where the parameters of the residents group are equal to those of the second age class in the
first group (see appendix 2). An age and time-dependent structure with identical parameters for both groups is
fitted to the recapture rates. In this fully time-dependent model and with only four capture sessions no parameter
is separately estimable (Catchpole and Morgan, 1997). We had therefore to start from a model with an additive
time structure (¢a2+t, Pm+t), where all parameters are separately estimable.
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Model selection and parameter estimation. The selection of the best model from which to estimate survival
and capture probabilities was done using program MARK (White and Burnham, 1999) and was performed in an
exploratory way. Thus, all possible nested models of the starting model (¢ga2+t, pm+t) were fitted. Although not
recommended as the best model selection strategy for making strong inference (Burnham and Anderson, 1998),
we have chosen this approach for being sure not to miss a model that might be a good description of the data. For
comparison, we present the model selection results with and without correction for overdispersion. The models,
their AQAICc and A AICc, respectively, the QAICc and AICc weights, respectively, number of parameters (K),
and deviance are shown in table 2 (cf. Anderson et al., 2001; QAICc and AICc are information-theoretic model
selection criteria for small samples; see Burnham and Anderson, 1998, 2002). Regardless of overdispersion, the
best model was (ga2+t, pm). Thus, we can have high confidence in this model. The parameter estimates are
shown in table 3. The confidence intervals under the conservative approach with ¢ = 4 were much wider than
when ¢ = 1. The “true” confidence intervals are between these estimates.

Survival varies considerably among years (table 3) with little overlap of the confidence intervals. The estimates
are larger than Kuhn’s (1993) and in the range of the estimates of Schmidt and Anholt (1999) and Gittins (1983),
but, for example, considerably lower than the values used in the population model of Halley et al. (1996). For
comparison, and to illustrate model selection uncertainty (Burnham and Anderson, 1998: chapter 4), we also
present parameter estimates from the AICc- and QAICc-selected second best model. In table 4 we present model
averaged estimates of survival and recapture probabilities. Model averaging means that parameter estimates are
based on simultaneous inference from more than one model. The influence of each model on parameter estimates
is determined by its AICc or QAICc weight (see table 2). Model averaging is highly recommended if several
models describe the data well (Burnham and Anderson, 1998, 2002; Anderson et al., 2000, 2001).

Estimates of capture and especially survival probabilities vary strongly among years (tables 3, 4). Concern
over bias due to non-random temporary emigration seems unwarranted given this strong interyear variability.

If we assume that heterogeneity in the data was caused by transients (toads that breed only once during the
period of the study) and non-random temporary emigrants (toads that skip breeding opportunities), then we can
estimate further parameters from the new analysis. The survival estimates for the first age class (#1, #2, and #3 in
appendix 2) are the product of the true survival probability times the probability of being a resident (Pradel et al.,
1997). We can estimate the proportion of transients among the toads present using the parameters in appendix 2 as
1 —#2/#5 or 1 — #3 /#6 (Pradel et al., 1997). This yields estimates of 0.43 (95% confidence interval 0.271-0.594
(¢ = 1),0.110-0.755 (¢ = 4) for the year 1990 and 0.54 (0.322-0.755 (¢ = 1), 0.106-0.971 (¢ = 4)) for 1991;
confidence intervals calculated using the delta method of Seber, 1982). We can also estimate the probability that
a toad does not breed at ¢ + 1 given that it has bred at s and given that it is still alive at s + 1 (analogous to the
calculations above). This calculation requires an additional assumption: all toads that did not breed in year ¢ breed

Table 2. Model selection for the capture recapture data of population A of Kuhn (1994). Models are ordered
from best to worst (increasing AQAICc, decreasing QAICc weights). For comparison we also present AAICc
and AICc weights, which assume no overdispersion (¢ = 1). K is the number of estimated parameters for models
assuming ¢ = 1. Add +1 to Kk when assuming ¢ = 4 (Burnham and Anderson, 2001). Note that ¢t, pt is
the standard Cormack-Jolly-Seber model. The best model of Schmidt and Anholt (1999) was ¢c, pP@, 1y with
deviance = 2126.86, K = 5, and AAICc = 2,28 in comparison to the new best model.

Model K Deviance AQAICc AAICc QAICc weight AICc weight
¢a2+t, Pm 6 2122.57 0 0 0.40 0.63
Pa2, Pm-+t 6 2124.20 0.41 1.63 0.33 0.28
o, P. 4 2153.13 3.62 26.54 0.07 0.00
¢., Dt 4 2154.30 391 27.70 0.06 0.00
¢a2+t, Pm+t 8 2122.54 4.01 3.99 0.05 0.09
¢t, Pt+m 6 2139.64 4.27 17.07 0.05 0.00
¢a2+t, Pt 7 2135.96 5.36 15.39 0.02 0.00
o, Pt 5 2153.06 5.61 28.47 0.02 0.00
¢a2, Pm 4 2176.04 9.35 49.45 0.00 0.00
¢.,D. 2 2209.04 13.59 78.43 0.00 0.00
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Table 3. Survival, capture, and breeding probabilities of toads (Bufo bufo) of population A of Kuhn (1994)
estimated from model (ga2+t, pm) (QAICc-selected best model; see table 2) and the second best model
(¢pa2, Pm+t). Note that the survival probability of the “residents from 1989 to 1990 cannot be estimated with
the model used. Survival probabilities are #5 and #6 in the parameter index matrices in Appendix 2. Capture
probabilities are #8 to #10.

Parameter Mean 95% CI 95% CI
E=4 @=1
Model ga2+t, Pm
Survival 1990 to 1991 0.487 [0.331, 0.646] [0.407,0.569]
Survival 1991 to 1992 0.214 [0.123,0.346] [0.164,0.275]
Mean of the two years 0.351 [0.239,0.463] [0.295,0.407]
Capture when captured at previous occasion 0.488 [0.365,0.613] [0.425,0.552]
Capture when not captured at previous occasion 0.926 [0.162,0.999] [0.609, 0.990]
Model ¢a2, pm+t
Survival 1990 to 1991 0.445 [0.278, 0.626] [0.357,0.537]
Survival 1991 to 1992 0.445 [0.278,0.626] [0.357,0.537]
Mean of the two years 0.445 [0.278,0.626] [0.357,0.537]
Capture 1991 when captured at previous occasion 0.561 [0.348,0.753] [0.452,0.664]
Capture 1991 when not captured at previous occasion 0.898 [0.241,0.996] [0.626,0.979]
Capture 1992 when captured at previous occasion 0.200 [0.105,0.347] [0.146,0.267]
Capture 1992 when not captured at previous occasion 0.633 [0.075,0.973] [0.276,0.888]

Table 4. Model averaged survival, capture, and breeding probabilities of toads (Bufo bufo) of population A of
Kuhn (1994). AICc weights used for model averaging are given in table 2. Survival and capture probabilities for
the two best models are given in table 3. Model averaging was done assuming no overdispersion (¢ = 1). Model
averaged estimates assuming overdispersion (¢ = 4) are available upon request from the authors.

Parameter Mean 95% unconditional CI
Survival 1990 to 1991 0.474 [0.365,0.585]
Survival 1991 to 1992 0.282 [0.112,0.552]
Mean of the two years 0.378 [0.231,0.525]
Capture 1991 when captured at previous occasion 0.483 [0.405,0.561]
Capture 1991 when not captured at previous occasion 0.919 [0.604, 0.988]
Capture 1992 when captured at previous occasion 0.511 [0.386, 0.635]
Capture 1992 when not captured at previous occasion 0.842 [0.313,0.984]
Probability that a toad does not breed in 1991 0.474 [0.339,0.610]
Probability that a toad does not breed in 1992 0.393 [0.075,0.710]

in year ¢ + 1, given that they are still alive. With this assumption, the second capture probability (“capture when
not captured at previous occasion ” in tables 3 and 4) is the true (as defined for CJS models) capture probability
(i.e., the probability of capture for an animal that is at the breeding site). The proportion of toads that skip breeding
for one year is one minus the quotient of the two capture probabilities (in terms of appendix 2: 1 — #8/#10 and
1 —#9/#11). The proportions of toads that skipped breeding in 1990 and 1991 are given in table 4. Because these
estimates also have associated confidence limits they are a marked improvement over the analysis of breeding
patterns of Schmidt and Anholt (1999: table 5) or the calculations of Henle (2001: 384).

The capture probability “capture when not captured at previous occasion” is the probability that a toad is
captured at the drift fence (assuming that toads skip breeding for only one year). The estimates in table 4 are
higher than the ones estimated by Schmidt and Anholt (1999). Since temporary emigration causes strong bias in
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the capture probabilities (Kendall et al., 1997), the difference between the estimates is not surprising. The new
estimates are probably more realistic, but still not 1.0 and vary among years. Although the capture probability
is not a direct measure of the efficiency of the drift fence, the high value for the capture probability “capture
when not captured at previous occasion” suggests that many, but not all, toads that arrived at the drift fence were
actually captured in Kuhn’s (1994) study. Nevertheless, the assumption that a drift fence captures all the animals
is clearly not valid. Schmidt and Anholt (1999: 105) suggested that the low recapture probabilities they estimated
could be evidence for toads that skip breeding if most toads that arrive at the fence are captured. Kuhn (1994) also
measured several individual covariates, such as body size, on each toad. These data could be incorporated into a
more sophisticated analysis that would shed light on which characteristics of the toads affect the probability of
breeding.

Comparing the original analysis and reanalysis. 'We can compare the analyses in two ways: 1) The structure of
the models or 2) the parameter estimates. Recent advances in GOF testing provided by U-CARE (Choquet et al.,
2001) led us to consider an alternative model with a more adequate structure. The survival rate estimates from the
best model in Schmidt and Anholt (1999) are difficult to compare with those developed here because Schmidt and
Anholt (1999) used cohort-specific survival probabilities whereas they are time-specific in the present analysis
(after correction for transients). We leave it to the reader to judge whether the difference between the cohort-
specific survival estimates in Schmidt and Anholt (1999) and the time-specific survival estimates in table 4 are
large or small. Although we do not think that the survival estimates in Schmidt and Anholt (1999) are wrong
since bias is small and has a minor effect, we are convinced that the new analysis is better because it accounts and
corrects for transients and temporary emigrants (capture heterogeneity). This analysis results in nearly unbiased
estimates of the probability of survival. In addition, the model-averaged estimates account for model selection
uncertainty.

Conclusion

We reject Henle’s (2001) claim that Schmidt and Anholt (1999) is an excellent example of the pitfalls arising
when using CR methods. The problems that Henle (2001) identified are minor.

However, the new analysis is a clear improvement over the analysis of Schmidt and Anholt (1999). Schmidt
and Anholt (1999: 105) could not identify why capture probabilities were low and variable. The new analysis
can do so because it disentangles breeding probabilities and capture probabilities at the fence. Many toads skip
breeding opportunities (table 4). In contrast to the conclusion of Schmidt and Anholt (1999: 105), the probability
of breeding depends on whether a toad bred in the previous year (table 4). Capture probabilities at the fence are
high, but not 100%, and variable between years (table 4). Survival probabilities estimated by Schmidt and Anholt
(1999) and the estimates presented in table 4 are considerably higher than the ones presented by Kuhn (1994).
The survival estimates suggest that common toads are not as long lived as commonly believed (e.g., Giinther and
Geiger, 1996). Taken together, these CR analyses improve our understanding of the life history of the common
toad and provide direction for future research.

Capture probabilities are very likely to be variable, even when using standardized methods and this will cause
potentially large biases. Therefore, it is better to use CR methods than other methods. As correctly pointed out by
Henle (2001), temporary emigration may cause bias. This bias, however, is small in comparison to the standard
errors and does not preclude an analysis of the data. As expected, the CR survival estimates are generally higher
than what Kuhn (1994) reported, both in Schmidt and Anholt (1999) and table 4. Some, however, are within
the range that he reported. This does not mean that both methods are equal. The CR analysis was done in a
rigorous framework. This framework, GOF testing, model selection, and parameter estimation, can be critically
evaluated by others and can thus be improved. Without Henle’s (2001) comments, we would not have reanalysed
the data to get better estimates for survival and breeding probabilities. The new estimates of survival and breeding
probabilities are distinctly better than the ones reported by Schmidt and Anholt (1999). This is the value of
criticism in science.

Kuhn’s (1994) study represents an enormous effort to acquire reliable data to analyse the life history of the
common toad. If we want to understand the demography and dynamics of amphibian populations, then we should
use the most powerful methods at our disposal to arrive at the most reliable estimates of survival, rather than
throw away this investment as Henle (2001) suggests.
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Appendix 1. Two examples of the preparation of the capture histories that allow simultaneous modelling of
transients and immediate trap effects. The capture histories are given in MARK format (White and Burnham,
1999), where a count variable follows the capture history. Note that the original data did consist of a single
group (one count variable; a count variable tells MARK how often a capture history was observed), whereas the
arranged data consist of two groups (two count variables, the first one is for the group “transients and residents”,
the second for the group “residents”). A negative sign in the count variables tells MARK that the animals are not
released when captured for the last time.

Original capture history Component capture histories, split into two groups

0101101 1; 0101000 —1 O; (transients and residents)
0001100 0 —1; (residents only)
0000101 0 —1; (residents only)
0000001 O 1; (residents only)

0100000 1; 0100000 1 O; (transients and residents)

Appendix 2. Parameter Index Matrices (PIM) for of model (¢a2#¢, pm*¢) in MARK (White and Burnham 1999)
format. Each column denotes survival from one year to the next or a capture probability at a capture event.
Each marking cohort is represented by one row. Fitting model (¢a2+t, pm+t) requires that certain parameters are
constrained in a design matrix, such that the maximum number of estimated parameters (K) is 8.

Survival Group transients and residents 1 5 6
2 6
3
Group residents 4 5 6
5 6
6
Recapture Group transients and residents 7 10 11
8 11
9
Group residents 7 10 11
8 11
9
References

Anderson, D.R., Burnham, K.P., White, G.C. (1994): AIC model selection in overdispersed capture-recapture
data. Ecology 75: 1780-1793.

Anderson, D.R., Burnham, K.P. (1999): General strategies for the analysis of ringing data. Bird Study 46 (suppl.):
261-270.

Anderson, D.R., Burnham, K.P., Thompson, W.L. (2000): Null hypothesis testing: Problems, prevalence, and an
alternative. J. Wildl. Manag. 64: 912-923.



386 Forum

Anderson, D.R., Link, W.A., Johnson, D.H., Burnham, K.P. (2001): Suggestions for presenting the results of data
analyses. J. Wildl. Manag. 65: 373-378.

Arthur, W. (2001): Why imperfect steps in the right direction attract criticism. Evol. Dev. 3: 125-126.

Begon, M. (1979): Investigating Animal Abundance: Capture-Recapture for Biologists. Edward Arnold, London.

Blaustein, A.R., Wake, D.B. (1990): Declining amphibian populations — a global phenomenon? Trends Ecol.
Evol. 5: 203-204.

Buckland, S.T., Goudie, 1.B.J., Borchers, D.L. (2000): Wildlife population assessment: Past developments and
future directions. Biometrics 56: 1-12.

Burnham, K.P., Anderson, D.R., White, G.C., Brownie, C., Pollock, K.H. (1987): Design and analysis of fish
survival experiments based on capture-release. Am. Fish. Soc. Monogr. 5: 1-437.

Burnham, K.P., Anderson, D.R. (1998): Model Selection and Inference: A Practical Information-Theoretic
Approach. Berlin, Springer Verlag.

Burnham, K.P., Anderson, D.R. (2001): Kullback-Leibler information as a basis for strong inference in ecological
studies. Wildlife Res. 28: 111-119.

Burnham, K.P., Anderson, D.R. (2002): Model Selection and Multi-Model Inference: A Practical Information-
Theoretic Approach. Second edition. Berlin, Springer Verlag.

Catchpole, E.A., Morgan, B.J.T. (1997): Detecting parameter redundancy. Biometrika 84: 187-196.

Choquet, R., Reboulet, A.-M., Pradel, R., Lebreton, J.-D. (2001): U-Care (Utilities — capture-recapture) user’s
guide. Typoskript. CEFE/CNRS, 1919, Route de Mende, F-34293 Montpellier.

Cochran, W.G. (1977). Sampling Techniques. Third edition. New York, John Wiley & Sons.

Cooch, E., White, G. (2001): Using MARK — A gentle introduction 2" edition). http://www.phidot.org/
software/mark/docs/book/ (20 November 2001).

Donnelly, M.A., Guyer, C. (1994): Estimating population size. In: Measuring and Monitoring Biological
Diversity: Standard Methods for Amphibians, p. 183-205. Heyer, W.R., Donnelly, M. A., McDiarmid, R.W.,
Hayek, L.-A. C., Foster, M.S., Eds, Washington, Smithsonian Institution Press.

Freilich, J.E., Burnham, K.P., Collins, C.M., Garry, C.A. (2000): Factors affecting population assessments of
desert tortoises. Cons. Biol. 14: 1479-1489.

Fujiwara, M., Caswell, H. (2001): Demography of the endangered North Atlantic right whale. Nature 414: 537-
541.

Gittins, S.P. (1983): Population dynamics of the common toad (Bufo bufo) at a lake in mid-Wales. J. Anim. Ecol.
52:981-988.

Griffiths, R.A., Williams, C. (2000): Modelling population dynamics of great crested newts (Triturus cristatus):
A population viability approach. Herpetol. J. 10: 157-163.

Giinther, R., Geiger, A. (1996). Erdkrte — Bufo bufo (Linnaeus, 1758). In: Die Amphibien und Reptilien
Deutschlands, 274-302. Giinther, R., Ed., Jena, Gustav Fischer Verlag.

Halley, J.M., Oldham, R.S., Arntzen, J.W. (1996): Predicting the persistence of amphibian populations with the
help of a spatial model. J. Appl. Ecol. 33: 455-470.

Henle, K. (2001): Pit-falls in data analysis of amphibian breeding cycles and mortality patterns: a comment on
Schmidt and Anholt (1999). Amphibia-Reptilia 22: 379-386.

Henle, K., Vogel, B., Kohler, G., Settele, J. (1999): Erfassung und Analyse von Populationsparametern bei
Tieren. In: Populationsbiologie in der Naturschutzpraxis, p. 94-96. Amler, K., Bahl, A., Henle, K., Kaule,
G., Poschlod, P., Settele, J., Eds, Stuttgart, Verlag Eugen Ulmer.

Heyer, W.R., Donnelly, M.A., McDiarmid, R.W., Hayek, L.-A. C., Foster, M.A. (Eds) (1994): Measuring and
Monitoring Biological Diversity: Standard Methods for Amphibians. Washington, Smithsonian Institution
Press.

Holenweg Peter, A.-K. (2001): Survival in adults of the water frog Rana lessonae and its hybridogenetic associate
Rana esculenta. Can. J. Zool. 79: 652-661.

Houlahan, J.E., Findlay, C.S., Schmidt, B.R., Meyer, A.H., Kuzmin, S.L. (2000): Quantitative evidence for global
amphibian population declines. Nature 404: 752-755.

Jung, R.E., Droege, S., Sauer, J.R., Landy, R.B. (2000): Evaluation of terrestrial and streamside salamander
monitoring techniques at Shenandoah National Park. Environ. Monit. Assess. 63: 65-79.

Kendall, W.L., Nichols, J.D., Hines, J.E. (1997): Estimating temporary emigration using capture-recapture data
with Pollock’s robust design. Ecology 78: 563-578.


http://www.phidot.org/software/mark/docs/book/
http://www.phidot.org/software/mark/docs/book/
http://susanna.ingentaselect.com/nw=1/rpsv/cgi-bin/linker?ext=a&reqidx=/1520-541X^28^293L.125[aid=3336588]
http://susanna.ingentaselect.com/nw=1/rpsv/cgi-bin/linker?ext=a&reqidx=/1035-3712^28^2928L.111[aid=3336590]
http://susanna.ingentaselect.com/nw=1/rpsv/cgi-bin/linker?ext=a&reqidx=/0888-8892^28^2914L.1479[aid=3336591]
http://susanna.ingentaselect.com/nw=1/rpsv/cgi-bin/linker?ext=a&reqidx=/0028-0836^28^29414L.537[aid=2992778]
http://susanna.ingentaselect.com/nw=1/rpsv/cgi-bin/linker?ext=a&reqidx=/0173-5373^28^2922L.379[aid=3336594]
http://susanna.ingentaselect.com/nw=1/rpsv/cgi-bin/linker?ext=a&reqidx=/0006-341X^28^2956L.1[aid=3336589]
http://susanna.ingentaselect.com/nw=1/rpsv/cgi-bin/linker?ext=a&reqidx=/0028-0836^28^29414L.537[aid=2992778]

Forum 387

Krebs, C.J. (1999): Ecological Methodology. Second edition. Menlo Park, Addison Wesley Educational Publish-
ers Inc.

Krementz, D.G., Sauer, J.R., Nichols, J.D. (1989): Model-based estimates of annual survival rate are preferable
to observed maximum lifespan statistics for use in comparative life-history studies. Oikos 56: 203-208.

Kuhn, J. (1994): Lebensgeschichte und Demographie von Erdkrétenweibchen Bufo bufo bufo (L.). Z. Feldher-
petol. 1: 3-87.

Lebreton, J.-D., Burnham, K.P., Clobert, J., Anderson, D.R. (1992): Modeling survival and testing biological
hypotheses using marked animals: A unified approach with case studies. Ecol. Monogr. 62: 67-118.

Lebreton, J.-D., Almeras, T., Pradel, R. (1999): Competing events, mixtures of information and multistratum
models. Bird Study 46 (suppl.): 39-46.

Manly, B.F.J., McDonald, L.L., McDonald, T.L. (1999): The robustness of mark-recapture methods: A case study
for the Northern Spotted Owl. J. Agric. Biol. Envir. Stat. 4: 78-101.

Martin, T.E., Clobert, J., Anderson, D.R. (1995): Return rates in studies of life history evolution: Are biases large?
J. Appl. Stat. 22: 751-762.

Meyer, A.H., Schmidt, B.R., Grossenbacher K. (1998): Analysis of three amphibian populations with quarter-
century long time-series. Proc. Roy. Soc. London B 265: 523-528.

Nichols, J.D. (1992): Capture-recapture models: using marked animals to study population dynamics. BioScience
42:94-102.

Nichols, J.D., Pollock, K.H. (1983): Estimation methodology in contemporary small mammal capture-recapture
studies. J. Mammal. 64: 253-260.

Nichols, J.D., Hepp, G.R., Pollock, K.H., Hines, J.E. (1987): The Husting dilemma: a methodological note.
Ecology 68: 213-217.

Nichols, J.D., Boulinier, T., Hines, J.E., Pollock, K.H., Sauer, J.R. (1998a): Estimating rates of local species
extinction, colonization, and turnover in animal communities. Ecol. Appl. 8: 1213-1225.

Nichols, J.D., Boulinier, T., Hines, J.E., Pollock, K.H., Sauer, J.R. (1998b): Inference methods for spatial variation
in species richness and community composition when not all species are detected. Cons. Biol. 12: 1390-1398.

Nichols, J.D., Hines, J.E., Lebreton, J.-D., Pradel, R. (2000): Estimation of contributions to population growth:
A reverse-time capture-recapture approach. Ecology 81: 3362-3376.

Pollock, K.H. (1982): A capture-recapture design robust to unequal probability of capture. J. Wildl. Manag. 46:
757-760.

Pollock, K.H., Nichols, J.D., Brownie, C., Hines, J.E. (1990): Statistical inference for capture-recapture
experiments. Wildl. Monogr. 107: 1-97.

Pradel, R. (1993): Flexibility in survival analysis from recapture data: Handling trap-dependence. In: Marked
Individuals in the Study of Bird Populations, pp. 29-37. Lebreton, J.-D., North, P.M., Eds, Basel, Birkhéuser
Verlag.

Pradel, R., Hines, J.E., Lebreton, J.-D., Nichols, J.D. (1997): Capture-recapture models taking account of
transients. Biometrics 53: 60-72.

Savarie, P.J., Shivik, J.A., White, G.C., Hurley, J.C., Clark, L. (2001): Use of acetaminophen for large-scale
control of brown treesnakes. J. Wildl. Manag. 65: 356-365.

Schaub, M., Pradel, R., Jenni, L., Lebreton, J.-D. (2001): Migrating birds stop over longer than usually thought:
An improved capture-recapture analysis. Ecology 82: 852-859.

Schmidt, B.R., Anholt, B.R. (1999): Analysis of survival probabilities of female common toads, Bufo bufo.
Amphibia-Reptilia 20: 97-108.

Schwarz, C.J., Seber, G.AF. (1999): Estimating animal abundance: Review III. Stat. Sci. 14: 427-456.

Seber, G.A.F. (1982): The Estimation of Animal Abundance and Related Parameters. Second Edition. New York,
Macmillan.

Sinsch, U., Di Tada, L.E., Martino, A.L. (2001): Longevity, demography and sex-specific growth of the Pampa de
Achala toad, Bufo achalensis CEI, 1972. Stud. Neotrop. Fauna Env. 36: 95-104.

Thompson, W.L., White, G.C., Gowan, C. (1998): Monitoring Vertebrate Populations. San Diego, Academic
Press.

Wake, D.B. (1998): Action on amphibians. Trends Ecol. Evol. 13: 379-380.

White, G.C., Burnham, K.P. (1999): Program MARK: Survival estimation from populations of marked animals.
Bird Study 46 (suppl.): 120-139.


http://susanna.ingentaselect.com/nw=1/rpsv/cgi-bin/linker?ext=a&reqidx=/0962-8452^28^29265L.523[aid=3336596]
http://susanna.ingentaselect.com/nw=1/rpsv/cgi-bin/linker?ext=a&reqidx=/0022-2372^28^2964L.253[aid=3336597]
http://susanna.ingentaselect.com/nw=1/rpsv/cgi-bin/linker?ext=a&reqidx=/0030-1299^28^2956L.203[aid=3336595]

Forum

388

Wilbur, H.M. (1984): Complex life cycles and community organization in amphibians. In: A New Ecology: Novel
Approaches to Interactive Systems, p. 196-224. Price, P.W., Slobodchikoff, C.N., Grand, W.S., Eds, New York,

John Wiley.
Wilbur, H.M., Landwehr, J.M. (1974): The estimation of population size with equal and unequal risks of capture.

Ecology 55: 1339-1348.
Williams, B.K., Nichols, J.D., Conroy, M.J. (2002): Analysis and Management of Animal Populations. San Diego,

Academic Press.
Wood, K.V., Nichols, J.D., Percival, H.F., Hines, J.E. (1998): Size-sex variation in survival rates and abundance

of pig frogs, Rana grylio, in northern Florida wetlands. J. Herpetol. 32: 527-535.

Received: September 10, 2001. Accepted: December 4, 2001.



Correction

Schmidt, B.R., Schaub, M., Anholt, B.R. (2002). Why you should use capture-
recapture methods when estimating survival and breeding probabilities: on bias,
temporary emigration, overdispersion, and common toaélmphibia-Reptilia23:
375-388.

There is an error on page 379: “The standard errors must be multipleed by .“ should read “The

standard errors must be multiplied ¥ .”

¢ is thevarianceinflation factor; it is the variance that should be multiplie@ by whereas the

standard error must be multiplied 4% .

The estimates and confidence intervals presented in our paper (tables 2, 3, and 4) are unaffected

by this error as they were calculated correctly.

We would like to thank Dr. David R. Anderson for pointing out this error.



